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Hello, good afternoon! I’m Haochen. The topic of my presentation is the Semantic Web status. Given that 2001 is considered the birth year of Semantic Web, Semantic Web celebrated its 20th anniversary last year. Today I will show the state-of-art development and technologies in the field of Semantic Web.



• Research Questions
• Semantic Web In the 2000s
• Web 3.0 In the 2020s
• Linked Data Semantic Integration
• Future Trend
• Conclusion
• Discussion

Outline

演示者
演示文稿备注
This is an outline of my presentation. First, three research questions and the motivation will be put forward. Then, I will talk about the Semantic Web in the 2000s and in the 2020s, following how Linked Data performs semantic data integration. I would like to have emphasis on these three parts. Next, we can have a look at what potential improvement and challenges will occur in the future. I try to illustrate every technique and application with an intuitive example so that we can understand them better. Last, Conclusion part will summarize my literature study on the Semantic Web status. And have a discussion on my point of view.



RQ1: What is the current status of the Semantic Web in applications? 

RQ2: How Linked Data organizes information on the Semantic Web? 

RQ3: What is the challenges in widely using the Semantic Web in 
enterprise? 

Research Questions
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Next, here we put forward three research questions
The first is What is the current status of the Semantic Web in applications?  We try to investigate the using and developing of Semantic Web these 20 years and identify the state-of-art technologies. 
The second is How Linked Data organizes information on the Semantic Web? We try to investigate the effort that has been made in Linked Data integration and identify some of the main processes and tools. 
The last one is What is the challenges in widely using the Semantic Web in enterprise?  We try to investigate the existing and potential obstacles for the Semantic Web in general applications, enterprise.  



Requirement
• Integration of knowledge
• Ontologies
• Open Biological and Biomedical Ontologies (OBO)

Semantic Web In the 2000s – 1/2
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First, how is the Semantic Web in the 2000s? There was a constant need for the integration of knowledge. Although some use of ontologies occurred, it was necessary to come up with a standard of Web and data. A great increasing need for shared semantics and a web of data is to integrate data components as information. It referred to ontologies to adopt common conceptualization. Ontologies first served biology and medicine. 
One example is shown on this slide. Open Biological and Biomedical Ontologies (OBO) builds and maintains ontologies related to the life sciences. The right one is a pattern of the concepts of OBO. It follows a group of ontology schema. With Unified Resource Identifiers(URI), it provided the global network. The left one illustrates a mapping from OBO ID to OBO URI, unique for each item. 
There were some language standards that could be deployed on the Web for such fields. Therefore, the need to understand systems turned to a demanding requirement for data integration. That ‘s why the Semantic Web was not yet widespread adoption in the 2000s. 





Knowledge Representation
• Resource Description Framework (RDF)
• Web Ontology Language (OWL)

Semantic Web In the 2000s – 2/2

Sample Code https://devopedia.org/semantic-web#qst-ans-6
Ontology OWL Semantic Web Spring 2007 Computer Engineering https://slidetodoc.com/ontology-owl-semantic-web-spring-2007-computer-engineering/
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Thanks to the improvement of information extraction, knowledge representation can interpret human knowledge in a machine-readable manner. 
The most important specification standard is Resource Description Framework(RDF). It provides a straightforward and powerful representation language. RDF became a standard in 2004, which drew attention to enhancing the Semantic Web. RDF semantically describes resources on the Web and forms a directed graph. Furthermore, based on RDF, many derivative standards and languages occurred. For example, SPARQL is a query language of RDF. 
One example of indexing resources using SPARQL, is shown on the bottom left. It finds all cities with a population over 5 million in DBpedia with all knowledge stored and recognized in RDF. So that the computer can process it with semantics indicated by type, label, and other annotations.
With a greater expressivity in object and relation descriptions, Web Ontology Language(OWL) was born. OWL extends RDF to a full-complete Description Logic. It defines properties of objects and relations. It also defines the membership of instances for classes or hierarchies. All these new features provide more flexibility for entities in semantic. 
The example is on the bottom right. OWL uses the schema and annotations to represent data in RDF and their relations. The RDF is described with annotations like classes, properties, relations, and restrictions. As shown in the example, man, woman, and father are defined with the class of person. Father is restricted within the subclass of man, etc.



A Structural Model
• Open Systems Interconnection (OSI) inspired
• Encapsulation and Layers
• Interact and Cooperate

Web 3.0 In the 2020s – 1/4
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After 20 years’ development. Semantic Web and its technologies grow fast among research, applications, and industries. The era of the Web turns to Web 3.0, which is specifically the Semantic Web. The Semantic Web field becomes more diverse. 
Given that the semantic web technologies have reached a stage where they could help design the architecture of networks, a structural model emerged and was firstly inspired by Open Systems Interconnection networks model. The OSI-like model proposes an encapsulation method to integrate data and describe the relations. The data is encoded with Unicode and URI refers to the resource. XML and Schema are used as syntactic descriptions. RDF is used to conduct data interchange as elements in a database. Taxonomy together with ontology and rule-based reference can extract and describe RDF and their relations. By then, a knowledge base can be constructed. SPARQL can query through the knowledge base and retrieval data in semantic manner. The layers are able to interact and some of them cooperate to fulfil a requirement between the interface. For example, an implementation of proof would interfere with the logic pattern in some cases. And through all the stacks, there is cryptography for data provenance and application security.



Metadata Registration
• Tagging: Subject indexing

• Taxonomy

• Ontology

Web 3.0 In the 2020s – 2/4
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Rio de 
Janeiro

Bras
ilia

98 
kg

1976-
09-18

football 
player

演示者
演示文稿备注
Next, researchers have reached an agreement that metadata is a basic substance to interconnect through the Semantic Web. In order to represent machine-processable metadata, it requires a formal language to define associations to the content on the Semantic Web. Every item needs registering a meta statement. One accustomed procedure as shown in the figure follows tagging, taxonomy, and ontology.
Tagging is a technique that supports lists of keywords extracted from natural languages. It is freely predefined by a controlled vocabulary, namely subject indexing. The subject indexing is based on a lexical database, like WordNet. 
Taxonomy is a schema of describing classification organized in a hierarchical structure. One straightforward taxonomy can be specified in RDFS which supports a hierarchy of classes and properties. The classes and properties must be fulfilled with formal definitions when attaching usages with vocabularies. 
The last step is ontology, which is to conduct an explicit and formal specification. Ontologies are turned out to be tough to maintain, share, and reuse. However, in the context of the Semantic Web, ontologies are now one of the major means of attaining data integration and sharing. A propulsive idea is that existing ontologies ought to be reused by other users and applications. 




Linked Data
• Simplistic, shallow representation
• Principles

• URIs
• HTTP 
• SPARQL 

• Links to other URIs

• Schema.org / Wikidata
• Shallow non-expressive schema 

Web 3.0 In the 2020s – 3/4
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To deal with such dilemma, Linked Data would become the next generation design principle of organizing information on the Semantic Web.
Compared to the overpromise and depth of ontologies, Linked Data is rather simplistic and only a sort of shallow representation of data. It is an easier approach based on RDF and links which carries more realistic promises for data integration and management. 
The major principles of Linked Data were officially proposed: (1)they use URIs as names for items, (2)they use HTTP so that people can look up those names, (3) when someone looks up URI, they provide useful information using SPARQL, and (4) they include links to other URIs, so that they can discover more things.
Schema.org appeared on the Web with its evolutionary and structural data management. It suggests website providers to annotate entities with links on its vocabularies as metadata. Another important effort is Wikidata. By January 2022, it contains over 96 million data items, has had more than 1 and a half billion edits since it was set up, and over 23,000 active users. 
While there are many outstanding cases and applications of Linked Data, shallow and non-expressive schema often used in Linked Data appears to be a dominant challenge. 





Knowledge Graphs
• Google
• Searching Amsterdam
• Apple Siri / Microsoft / Open Graph
• Research and Development

Web 3.0 In the 2020s – 4/4

https://www.google.com/search?q=Amsterdam
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Then, Knowledge Graphs by Google emerged. We more or less have used an application of Knowledge Graphs when searching on Google. Google deploys Knowledge Graphs to navigate from one node to others in a graph structure by re-directing with active hyperlinks. One example on the right is a search result of Amsterdam. We can find a brief introduction from Wikipedia and some information from various sources. Other than Google, the technology of knowledge graph has taken an outstanding place in the industry and leading information technology companies, such as Apple Siri, Microsoft, and Facebook Open Graph, which is for social networks. 
The biggest difference is apparently the changeover between academic research and direct uses in industry. Therefore, recent improvement around Knowledge Graphs is supported and pushed by powerful industrial use cases. 





Semantic Integration
• Landscape overview

Linked Data Semantic Integration – 1/4
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As discussed in the previous, Linked Data has become the management of knowledge and deployment for public use. To have an overview of the semantic integration, a landscape is here to illustrate the integration process through a multidimensional space in a structured way. 
The first is  that The different dataset types can be used as an input with embedded annotations. 
The second is  BasicServices The main purpose is to deliver external services. The services will be offered by integrating several datasets. 
The third is that The different integration substances include physical or virtual integration and their specialization. 
The fourth is  InternalServices The services are used during the integration process to join the data pieces. 
The fifth is  AuxiliaryServices The services can be optionally exploited either before or after the integration process.



Internal Services

• Step 1: Top-level Ontology-based or Competency Query-based Integration

Linked Data Semantic Integration – 2/4
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Among the five dimensions, we notice that Internal Services is important one given sets of triples to be integrated. There are three steps utilized for specifying and matching in semantic integration. 
The first step is Top-level Ontology-based or Competency Query-based Integration 
	The integrated datasets should have the specification of providing either ontology schema or competency queries. Then, the data of the individual dataset should be transformed in agreement with the integrated schema. The integration is commonly completed within the context of database by reconciling data from different sources under a general standard of schema. 




Internal Services
• Step 2: Automatic General Purpose Integration 

• Step 3: Composite Processes 

Linked Data Semantic Integration – 3/4
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The second step is Automatic General Purpose Integration
	The aim is to build a general-purpose integrated view of a set of datasets. It is a best-effort methodology and pretty burdensome to guarantee the integration satisfies the criteria of accuracy, validity, and completeness. It begins with collecting hundreds of datasets from public catalogues and then it works out the transitive and symmetric closure of OWL relations to find all equivalent entities among the datasets. Eventually, it creates index and performs measurements to offer several services.
The third step is Composite Processes
	This step comprises two sub-processes: one aims at discovering and selecting several most related datasets as the information needs, the other aims at sub-level integration of the previous selected datasets. 



Integration Tools
• MatWare

• LODsyndesis

Linked Data Semantic Integration – 4/4
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As discussed in the previous, Linked Data has become the management of knowledge and deployment for public use. More specifically, data described by different schemas can be transformed and further integrated in a flexible way. 
The existing integration tools, like MatWare and LODsyndesis, have only been employed on a small number of datasets and cannot trivially expand to a large scale. MatWare is a tool for constructing domain-specific warehouses by aggregating semantic data. The main objective is to tackle the need for integrated datasets of facts regarding a particular domain. LODsyndesis computes the symmetric and transitive closure of OWL from datasets for creating enriched index semantically, and computes the intersection of their subsets.
As a result, there are many services for providing RDF datasets but each of them only presents a limited field of semantic integration. The Semantic Web requires large-scale data integration to hold up Linked Data.



Improvement
• Natural Language Processing
• Machine Learning (Deep learning)
• Internet of Things(IoT)
• Ubiquitous Data Streams(UDS)

Challenges
• Large scale
• Automated process
• Virtual World

Future Trend

https://skillsdynamix.com/iot-using-raspberry-pi/
https://about.facebook.com/meta/
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Next, Let’s have an outlook of future development and obstacles in applications and enterprise.
For querying and automated constructing knowledge graphs from texts, Natural Language Processing plays an important role in the integration. Machine learning, especially deep learning, has the capability to improve challenging tasks appearing in the context of the Semantic Web. Meanwhile, the semantic web technologies are contributing their potential to promote explainable AI. Many other fields like cyber systems and the Internet of Things are in research and considered to adopt the Semantic Web technologies. 
Especially, two particular technology topics are proposed for growing in significance in the following several years: Internet of Things(IoT) and Ubiquitous Data Streams(UDS). IoT raises challenges that everything is consuming and providing data on the Internet. It reflects the potential of the Semantic Web to organize and mediate data on a large scale. Followed by the increment of IoT devices, UDS raises challenges by creating streaming data that devices will generate, and how information in the streaming can be extracted semantically and shared with privacy. 
Needs for more computing resources combined with the semantic technologies are suffering long-term challenges. Some of the prominent challenges appear in reasoning for a large scale of the Semantic Web, semantic data mining for real-time data streams, and automated annotation. It needs improvement for the scalability, real-time reasoning, and world-scale knowledge management. 
A persistent and decentralized online 3D virtual environment is heated nowadays, like Metaverse. The Semantic Web can provide the key requirement of it which contains extensive knowledge management to conserve a semantic view on bothering the state of Metaverse and of the real world. Although it has been achieved for a limited scale in a centralized approach, the goal of world-scale and distributed solutions still leaves a huge challenge for further study. 




RQ1: What is the current status of the Semantic Web in applications? 
• Information management: data sharing, discovery, integration, and reusing
• Mainstream in IT
• Applications

RQ2: How Linked Data organizes information on the Semantic Web? 
• Five dimensions
• Integration substance
• Scale issue

RQ3: What is the challenges in widely using the Semantic Web in enterprise? 
• Interdisciplinary issue
• Large-scale integration
• Manual operation

Conclusion
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Let’s come to Conclusion. I am going to summarize the literature study on the Semantic Web status according to the research questions.
Research and techniques have been carried out in the Semantic Web for data sharing, discovery, integration, and reusing. The Semantic Web is welcoming its mainstream in information technology because many organizations and companies show their preference to th e adoption of the Semantic Web. Although some challenges still exist in knowledge extraction and large-scale data integration, there have been a few famous adoptions in applications like voice assistants, searching services, and social networks. 
And. There are the five dimensions to make up the semantic integration of Linked Data. The key processes lie in the integration substance. The data on the Semantic Web can be successfully organized using a group of integration tools in a small scale of datasets. Linked Open Data Cloud is recommended since it contains a great number of links to datasets for easing the integration with other sources. 
Last. The challenges in a wide use mainly from three aspects. Pursuing progress in the Semantic Web requires dedications from many subfields. And one urgent requirement is to find out an efficient method to put together contributions of these subfields. A large-scale, even world-scale, data integration and knowledge management is a huge obstacle in widely deploying the Semantic Web. With the using areas of the Semantic Web expanding, the information is getting richer and richer so that no one existing repository can hold up all the required knowledge. It is not reliable to merely depend on rule-based integration and lots of manual operations in constructing datasets. 




The Next Step…
• Automated pipeline for Data Integration

• Semantic Artificial Intelligence (Semantic AI)

Discussion

What is Semantic AI? The Fusion of Machine Learning and Knowledge Graphs https://www.poolparty.biz/semantic-ai/
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The next step in my opinion is to implement an automated pipeline concerning AI techniques to explore and integrate data from the real world. This can motivate the large-scale data integration so as to push the Semantic Web into universal use cases. A pioneer of the AI-based semantic knowledge graph project is Semantic Artificial Intelligence. In some way, it provides an AI strategy of data management based on machine learning to get implemented along the whole Linked Data lifecycle. 




Question… ?

Thanks for Your Listening!

Haochen Wang
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In closing, I wish to express my sincere appreciation to Professor Adam for giving me advice during the literature study. And thank you very much for your attention and patience. 
Anything not clear? or questions for me?
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